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The relationship between a simple calculation (making no use of a distribution function) due to Butler and 
Buckingham, and previous work on relaxation processes (based on the Boltzmann or the Fokker-Planck 
equations) is examined. The Butler-Buckingham calculation is shown to correspond rigorously to a specific 
assumption as to the nature of the distribution function of the test particle: This assumption is shown to be 
valid for particles of high energy which relax by many small collisions. This approximation, in conjunction 
with its opposite extreme (the Mott-Smith approximation), covers essentially all relaxation problems. 

1. INTRODUCTION 

TH E behavior of a fast test particle injected into a 
homogeneous plasma of electrons and ions, and 

particularly the rate of energy loss of such a test particle 
by Coulomb collisions, is a problem of obvious interest. 
This problem has been discussed in terms of relaxation 
times by various authors,1,2 who have used both the 
Boltzmann3 and the Fokker-Planck4 collision equations. 
Kranzer5 has used the Fokker-Planck equation to 
study the rate of energy loss as a function of time; this 
required numerical computation which was done for a 
few cases. 

Starting from first principles, Butler and Bucking­
ham6 (hereafter called BB) recently derived an equation 
for the rate of energy loss. Their method avoided the 
introduction of a distribution function. Then in the 
limit when the energy of the test particle is in excess of 
the electron and ion thermal energy in the plasma, their 
expression simplifies, and they got a closed expression 
for the mean energy of the test particle as a function of 
time. (We shall see below that their initial equation 
for the rate of energy loss is in fact only valid in this 
high-energy limit.) 

FIG. 1. The approximation (2). 
1 L . Spitzer, Physics of Ionized Gases (Interscience Publishers, 

Inc., New York, 1950). 
2 S. Chandrasekar, Astrophys. J. 93, 285 (1941). 
3 See, for example, S. Chapman and T. G. Cowling, Mathematical 

Theory of Non-Uniform Gases (Cambridge University Press, 
New York, 1960). 

4 M. N. Rosenbluth, W. M. MacDonald, and D. L. Judd, Phys. 
Rev. 107, 1 (1957). 

5 H . Kranzer, Phys. Fluids 4, 214 (1961). See also T. Kihara 
and O. Aono, J. Phys. Soc. Japan 18, 837 (1963). 

6 S. T. Butler and M. J. Buckingham, Phys. Rev. 126, 1 (1962). 

The aim of this paper is to investigate the relationship 
between the BB calculation and the more usual treat­
ment of the problem in terms of the Boltzmann or 
Fokker-Planck equations together with a distribution 
function f(v,t) for the test particle. 

We see that the BB equation corresponds to a specific 
approximation to f(v,t). This is established in Sec. 2 
where we show that the BB equation for energy loss due 
to Coulomb collisions, 

d fMV\ 4TT r 
1 - ) = — (Zze2)2 InA / F(w)dw 

I M J dt\ 2 

X 
•(w-V)-[(w-V)+V(M"+w)/m] 

| w - V | 3 • ] • 
(i) 

may be derived exactly from the Boltzmann collision 
equation if the test particle distribution function is 
assumed to be 

m)=h[?-vm. (2) 
[ In Eq. (1), M is test particle mass, F(w) the distribu­
tion function for plasma particles of mass m. Although 
the proof is not included, it can also be shown that 
substitution of (2) into the Fokker-Planck equation (22) 
leads exactly to the result (1).] 

The physical significance of the approximation (2) 
is clear: I t applies when the test particle relaxes from 
its initial distribution function [8(v—Vo)y say] to its 
final thermalized distribution function by a large num­
ber of small collisions, such that at intermediate times 
it has some intermediate distribution function, in 
"local" equilibrium. The situation may be illuminated 
by considering the opposite extreme case where test 
particles relax in one collision: The approximation for 
this process is the well-known Mott-Smith7 approxi­
mation 

f(v,t) = A(t)Mv)+B(t)Mv), (3) 
where / / is the initial distribution [d(v—Vo) say] and 
fp the final distribution when all test particles are 
thermalized. Here, in contrast to (2), f(v,i) for inter­
mediate times is a mixture of initial and final distribu­
tions and not some intermediate function. The situation 
is further displayed in Figs. 1 and 2: In both figures the 

7 H . M. Mott-Smith, Phys. Rev. 82, 885 (1951). 

A1009 



A1010 R O B E R T M . M A Y 

FIG. 2. The Mott-Smith approximation. 

curve labeled i" represents the initial distribution, F the 
final one, and the hatched curve a distribution for some 
intermediate time. (Arrows show the manner in which 
the intermediate distributions "move.") 

In the preceding paragraph we have given a qualita­
tive account of the validity of the approximation (2): 
We now formulate a precise criterion. The criterion for 
applicability of the Mott-Smith approximation is well 
known: Various velocity moments of the Boltzmann 
equation may be taken to find the coefficients A and B, 
and the approximation is good if and only if the results 
do not depend on which moment is chosen. Similarly, 
for the opposite extreme approximation (2), V(i) is 
calculated from a moment of the Boltzmann equation, 
and the approximation is valid if and only if all moments 
give essentially the same result for V(l). In Sec. 3 this 
criterion is applied to (2) for the case of the Boltzmann 
equation with Coulomb collisions. The approximation 
is shown to be valid when the energy of the test particle 
is large compared to the energy of plasma particles. This 
is the limit considered by BB. £ Again, in this limit we 
could also show the approximation (2) is good in the 
case of the Fokker-Planck equation, by applying the 
above criterion.] 

I t is worth noting that just as the Mott-Smith 
approximation can be improved by writing A\ 
+A2v

2+ • • • in place of A and Bi+B2v
2-\- • • • in place 

of B in Eq. (3), so the opposite approximation (2) can 
be improved by writing 

/<',«)= 
\2irkT(t)J L 2irkT(f) 

-M[y-V(t)J-

2kT(t) 
(4) 

Whereas one moment equation was needed to get V(t)9 

two are now required. An alternative criterion for the 
validity of the approximation is that the thermal 
velocity spread about V{t) be less than V(t) itself; i.e., 
MV2(t)>2kT(t). Equation (4) could be substituted into 
the Fokker-Planck equation or the Boltzmann equation 
with Coulomb collisions and moments taken (after the 
style of Sec. 2 below): The resulting calculation repro­
duces exactly the results in Sec. 6 of BB. 

In an Appendix, we outline a calculation which is 

supplementary to the discussion above. We take the 
usual Fokker-Planck equation (as used, for example, 
by Kranzer5) and simplify the coefficients h(v) and g(v) 
by taking a test particle with energy greater than the 
energy of the plasma electrons and ions. The resulting 
partial differential equation for f(v,i) may be solved 
analytically to get a ^-function distribution function, 
just as in Eq. (2). 

2. DEDUCTION OF Eq. (1) FROM Eq. (2) 

For a spatially homogeneous system in the absence 
of external fields, the Boltzmann collision equation is 

Xo-(Q)|g|<KWw. (5) 

/ (v) is the distribution function for the test particle 
(mass M), Fa(v?) is the distribution of the species "a" 
of thermalizing particle (mass ma). Unprimed quantities 
are before collisions, primed quantities after collisions: 
The dynamics of binary encounters gives (in center-of-
mass coordinates) 

v ' = v + [ 2 m a / ( M + m a ) ] ( k . g ) k , (6) 

where g is the relative velocity, g=w—v. k is a unit 
vector connected with the angle of scattering 
£g«k=gsin(0/2), where 6 is the scattering angle]. For 
Coulomb collisions we can write the differential cross 
section as 

0r(G)[g|<fi2 = .('. 
Zze2(M+ma)\

2 cos(0/2)d(fi/2)d<l> 

- ) V Mma / (g-k)» 

If we take the i>2 moment of Eq. (5), we have 

-ff(vWdv=ff[ {fFa'-JFa)i?c \g\dtidxdw. 

(7) 

(8) 

Finally, we use the relations (which can be proved from 
conservation and symmetry properties of binary 
collisions) 

dvdw=dyfdw', 

\&\<r(ti)dCl=\£'\<r(Q')<Kl'. 
(9) 

These, together with a change of variables in the first 
term in the collision integral in (8), lead to 

-Jf(v)v2d*= ////(y)^«(w) 

X [ ( ^ ) 2 - ^ 2 ] | g k ^ ^ v ^ w . (10) 

This, with (6) and (7), is the energy moment of the 
Boltzmann equation for Coulomb collisions. 

Now we take the approximate distribution function 

file:///g/dtidxdw
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(2): substitution into (10) gives 

dV2(t) 

dt 

/Zze2 

-4 
rcos(d/2)d(d/2)d(j> 

. j I Fa(w)dwl -

r /M+ma\"i 

(g-k)2 

fM+ma\ 
(ID 

with g=w—V. In the angle integration, we make the 
usual observation that there is a minimum angle of 
scattering 0<j. Doing the angle integrals (exactly), we 
get 

d 
-V2-
dt 

/Zze\2 

= 8TT( J InA Fa(w)dw 

g2+Y'g(M+ma)/ma 
X [! ]• (12) 

which is Eq. (1). InA has been defined as usual as 
lnA= -ln(sin(6>o/2))-ln(2/6>0). 

This completes the derivation of (1) from the 
Boltzmann equation, under the assumption (2). 

Starting from the Fokker-Planck equation (22), an 
identical procedure leads again to exactly Eq. (1). 

3. VALIDITY OF THE APPROXIMATION 

In Sec. 2 we assumed the distribution function (2), 
and used the v2 moment of the Boltzmann equation to 
get an equation for V(t). The approximation (2) will be 
a good one if and only if any moment of the Boltzmann 
equation leads to essentially the same expression for 
V{t). In this section we examine the conditions under 
which the z>4 moment leads to the same results as the v2 

moment. 
It is possible to use an arbitrary moment, | v |n , to 

compare with n=2: The end result is the same as for 
the comparison of n=A and n=2 (unless n is vast), 
and involves more work. 

If we follow the procedure of Sec. 2, but take the z>4 

moment, we are led to an equation similar to (10): 

J f(yydy= j f J f(w)Fa(w) 
dt 

Xi(v'y-if\\&\<r(Kklvdvr. (13) 

On using the approximation (2) for / , Eq. (13) along 
with (6) and (7) leads to 

d [Zze2^2 

\ f (w)<Zw 

X 
/ 

cos(e/2)d(0/2)d<t> 

(g-k)2 (g.k+V-k/*) 

r 2x 2x2 ~i 
X l+-(V-k)(g.k)+—(g-k)» . 

L v2 v2 J 
(14) 

Again g—w— V, and x is defined for convenience as 
x=ma/(M+ma)<l. The difference between Eq. (11) 
(from the moment n=2) and Eq. (14) (from w=4) lies 
in the last factor in the integrand in (14). Performing 
the angle integrals as before we get 

dV2(n=4) /Zze2 

=8^1 — 
dt \M 

) " / • 

F«(w)-
dw 

X{lnA[2g2-(V.g)2/F2+g.VA]+(l/2F2) 

X[3(V.g)2-F2g2+4^(V.g)g2+2^V]}. (15) 

It is possible to see that for all values of x (< 1 by 
its definition) and V, the second term in the curly 
brackets in (15) is less than the first term by at least 
1/lnA. We shall thus neglect the second term, which is 
negligible when the minimum angle of scattering 0o is 
small. This corresponds to the remark that in a low-
density medium, Coulomb scattering takes place pre­
dominantly from many small scatterings rather than 
from large ones. (This is illustrated by the fact that in 
all derivations of the Fokker-Planck equation for 
Coulomb collisions terms of order 1/lnA are discarded.) 
Returning to compare Eqs. (12) and (15) we see that 
they can be written 

d d /Zze2\2 

—F2(^ = 4) y«(»=2) = 8ir( )lnA 
dt dt \M J 

X r , NJ n?-(g-v)v^i 
/ F«(w)^w 

(16) 

The difference between V(t) from the v* moment and 
V(t) from the v2 moment will thus be small [and the 
approximation (2) therefore valid] when the right-hand 
side of (16) is small compared to that of (12). It is a 
straightforward matter to perform the integrals in (12) 
and (16), using the Maxwell ian distribution for the 
scattering particles of type a 

Fa{w) = Na{>irwa)-*i2 exp[ - (w/wa)
2l, (17) 

and then make a rigorous comparison of the two results. 
(wa is the thermal speed, maWa2=2kTa.) The same 
results may be found, without going into detail, by the 
following observations: 

(a) For a fast test ion colliding with plasma ions 
(here a^i), that is for M^m^ V^>W{, we put g^w»— V 
in Eq. (12) to get 

s/4 
g2+V-£(M+ma)/ma-\ -MV2 

47T. 

In Eq. (16) 

«<(V») 

iht 
g 2 _ ( V . g ) 2 / F 2 - 2 u>i2 

3 (V*) 

(18) 

(19) 
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That is to say the v2 and A4 moments give the same 
expression for V(t) up to corrections of the order 

MiWi2/MV2. 

(b) For a test ion with speed less than the electron 
thermal speed (here a=e), that is for M^>me, V<we, 
in Eq. (12) we get 

rg2+V-g(M+m«)Mri MV2 

J(KL 
me(we

z) 

and in (16) 

K •g 2 - (V-g )VF ' 2 - , 1 

(20) 

(21) 

So that here the v2 and vA moments give the same 
equation for V(t) up to corrections of relative order 

mew
2/MV2. 

The above results are borne out by an explicit 
evaluation of the integrals in (12) and (16). We con­
clude that the approximate distribution function (2) is 
valid [and the consequent energy loss equation (1) is 
also valid] provided that the energy of the test particle 
is greater than the thermal energies of the various 
plasma particles. 

A calculation similar to that above leads to the same 
conclusion for the Fokker-Planck equation. The only 
difference is that terms of order 1/lnA [cf. Eq. (15)] 
never appear, as all such terms have been dropped in 
the derivation of the Fokker-Planck equation. 

ACKNOWLEDGMENTS 

I t is a pleasure to acknowledge helpful discussions 
with Professor S. T. Butler, Professor M. J. Bucking­
ham, and Professor M. Krook, and the interest and 
encouragement of Professor H. Messel. This work has 
been supported in part by the Nuclear Research 
Foundation within the University of Sydney. 

APPENDIX 

In this appendix we write down the Fokker-Planck 
equation for the distribution function, make those 
simplifications in the coefficients h and g which are 
applicable to the limit when the test particle energy is 
greater than that of the plasma particles, and solve the 
resulting equation exactly to get a solution of the form 
of (2). (In view of the discussion above, it would be 
surprising if we did not get such an answer.) 

The Fokker-Planck equation for a test particle 
relaxing by Coulomb collisions is4 

id/ 

r 

df d / dk\ d2 / d2g \ 

- = (/—)+* (/——J (22) 
dt dvj\ dVj/ dVjdvk\ dVjdVk/ 

dw 

with the friction coefficient 

/

dvr 
F«(w)-

I v—w| 

and the convection coefficient 

(23) 

« W = E / ^ a ( w ) | v - w | < Z w . (24) 

All other quantities are as defined previously, and T is 

(25) 
/Zze2\2 

r -47 r [ ) InA. 
\M J 

We now consider the limit where the test particle is 
an ion with energy in excess of the thermal energy of 
the plasma ions and electrons. For plasma electrons it 
can then be seen that the friction term dominates the 
convection term: 

\dt/e\a 

dkedf 
-r r/v2Ae, 

dv dv 

with 

he= (MNe/ntev) eri(v/we). 

(26) 

(27) 

For plasma ions (nii^M) in this limit we must have 
that v̂ >>w on the average, and thus simplifying hi and 
gi we get 

MNifdf /Wirt* d2f\ 

\dt/ions MiV2LdV \ MV dv2)j 
->——I hOI l | . (28) 

ions WiV* \-dv \ Mv dv2/ 

If we take the Laplace transform in time in the above 
limit, we have 

«r/W - / ( ' = 0 ) = o(v)f(r)+b(v)ldf(<r)/dvl, (29) 

where we have introduced the definitions 

<*(») = - I V * . , (30) 

TMNi TMNe drl 
b(v) = -

me dv\ 
[-erf (*/*.)]. (31) 

Solving the simple differential Eq. (29) for f(<r,v) and 
inverting the Laplace transform we have 

1 r f / (<=0 
/(*,«) = / e°*d<r dv' 

2-wiJc J b(v' 

\,f(t=0,v') 

b(v') 

Xexp / dv"\ 
J, b(v") J 

•dv" . (32) 

The exponential is the integrating factor of (29), and 
the contour C is the usual Bromwich contour. We now 
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assume the initial condition 

f(t=0,v) = 5(v-V0) 

and thus can write 

(33) 

f(t,v)= \ ° f da exp! I t - f ° dv'/b(v')~\ 1 (34) 
2wi J c [ L J v J J 

= A(v,VMt-[ drf/btf)]. (35) 

A(v,Vo) is some (normalizing) function of v. 
This is just the form of the approximate distribution 

function (2). Furthermore, if we include terms of next-
highest order, the second derivative of / appears in (29) 
but it is still possible to solve and invert the Laplace 
transform, by making use of the fact that the coefficient 
of d2f/dv2 is small. The result is a distribution function 
of the kind (4), where the Gaussian shape arises from 

use of saddle-point techniques in inverting the Laplace 
transform. 

Finally, we remark that in the case where we>v on 
the average, we can put 

4TMNe 

?>ir1,2mewA 

f 6-K^MeN iWe
6\ 

(v+ ( 3 6 ) 

\ 4miNev
2 J 

1 / u\ 
^ - ( H — ) (37) 

3T\ V2/ 

and then the 8 function in (35) can be replaced by 

d[t+r\n-
/ v6+u6 \ 
h+rln 
\ F0

3+W 
(38) 

This is exactly the result (16) in Butler and 
Buckingham's paper. 
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The effect on the radial distribution function g(r) of adding a small, long-range interaction to a short-range 
potential is investigated. Two equations are obtained for the corrected g, corresponding to approximations 
similar to those used in obtaining the Percus-Yevick and convolution hypernetted chain integral equations. 
The equations relate the "short-range" g (assumed known) and the long-range perturbing potential to the g 
corresponding to the complete potential. These equations and equations previously obtained by Broyles, 
Sahlin, and Carley and Hemmer have been tested numerically for a model having a negative Gaussian-Mayer 
/function, for which near-exact solutions are available from the work of Helfand and Kornegay. 

I. INTRODUCTION 

TH E thermodynamic behavior of a classical, one-
component, monatomic fluid is completely char­

acterized by the radial distribution function gir) when 
the potential energy of the system can be written as 
the sum of pair potentials. For an TV-particle system in 
a volume V, g (r) is defined as 

V2 

g(0=-

/ • • • / exp—fl X ct>ijdrZ' • • dtN 

J V J i<3 

-" exp -13 X <t>ijd*v • -drN 

J V J i<3 

(1) 

when the limits N —> °°, V —> °° are taken such that 
p==N/V remains constant; <£#==<£(jr*— *"y|) is the- pair 
potential and f$= 1/kT. 

* Supported in part by the National Science Foundation and 
the National Aeronautics and Space Administration. 

This paper is concerned with the effect on g(r)y and 
hence on the thermodynamic quantities, of a small 
change in the potential <j>(r). A solution to this problem 
could be used in a variety of applications. The need 
for a method to correct g(r) arises, for example, in 
Monte Carlo calculations of the radial distribution 
function, where the long-range tail of a potential such 
as the Coulomb potential must necessarily be truncated 
at some finite distance. The effect of the neglected part 
of the potential must be found for a complete solution.1 

Furthermore, if the function g(r) is known for some 
temperature T, g(r) for some slightly different tem­
perature Tf may be easily found by considering fir<j> (r), 
/3'= 1/kT', to be a perturbation of 00(r) at T and 
applying the corresponding correction. This obviates 

1 D . D. Carley, Monte Carlo calculations for the Coulomb 
potential (to be published). The same problem arises from the 
Lennard-Jones 6-12 potential; W. W. Wood and F. R. Parker, 
J. Chem. Phys. 27, 720 (1957). 


